Frequently Asked Questions

1. Define gamma distribution.
Answer:
A random variable X is said to follow gamma distribution with parameters a, B if its pdf is

given by, f(x) = 'B—e"ﬂxx“",x >0
I'a
2. Define beta distribution of 1st kind.

Answer:
A random variable X is said to follow beta distribution of first kind with parameters m and n if

1
its pdf is given by, f(x) = ——x""'(1-x)""',0< x < 1
pdf is g y()B(m,n) (1-x)
3. Define beta distribution of 2nd kind.
Answer:
A random variable X is said to follow beta distribution of 2" kind with parameters m and n if
1 mel

its pdf is given by f(x) = >0

, X
B(m,n) (1+ x)™"

4. In beta distribution of first kind, if parameters m and n are equal to 1, then identify the
resulting distribution.

Answer:

If we take m=1 and n=1 in the pdf of beta distribution of first kind, we get,

f(x) =1,0 < x <1, which is the pdf of uniform distribution on (0,1).

5. How to obtain beta distribution of first kind from beta distribution of first kind?

Answer:

Beta distribution of second kind is transformed to beta distribution of first kind by the
transformation, 1+x=1/y

Ory=1/(1+x)

Thus, if X~ B2(m, n) the Y is a B4(m, n)

6. Find mean of gamma distribution.
Answer
If X ~Gamma (q, B) then mean py’

_ _,Ba °° -px a-1 _,Ba =B (a+1)-1 _
E(X)_J'Oxf(x)dx—ﬁjoxe X dx—ﬁfoe X dx =

Bi(a+])  «a
Ta IBaH _ﬁ

7. Obtain variance of gamma distribution.

Answer:

Variance of the distribution is given by, V(X)= u, =p2'-[u:]?
First let us find o’

i, = E(X?) = j:xzf(x)dx

= 'B_arx e »x*dx = 'B—ar e P x@)-dx = piI(a+2) _ola+l)
IF'a IF'a
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_ [ _,Ba * va-BX y -1 _,Ba * L =Bx \(a+1)-1 _ a
E(X)_.[Oxf(x)dx_ﬁjoxe p% dx_ﬁjoe P% dX_l“a =g

Hence u, = V(X) = % (%j = %

8. Obtain mgf of gamma distribution.
Answer:
If X~ Gammay(a, B) then mgf of the distribution is given by

_ txXy _ [T 5tx _ﬁa © X 54— P a1
M, (t) = E(e )_joe f(x)dx—ﬁjoe e x*dx

= ’B_ajme—x(ﬁ-f)xa—ldx _ ,B_a I'a _ 1
’ Te (B-t)* (1-t/p)"

9. State and prove additive property of gamma distribution.

Answer:

The sum of independent gamma variates is also a gamma variate. More precisely, if X,
Xs,... X, are independent variables, such that X; ~ Gamma(a;, B) then X;+Xo+ ... +X, is also
gamma variate with parameter o+ ax+ ... +ay, .

ie., >° X; ~ Gamma(}, a;, B)
i=1 i=1
Proof

Since X; ~ Gamma(a, B), M, (t)=(1-t/B)“
The mgf of the sum X1+X2+ ... +Xy is given by,
MX1+X2+...+Xn(t) = Mx1 (t)sz (t)---Mxn (t)

(since Xy, Xy, ... X, are independent)

=(1-t/B) -t/ p)y=.a-t/p)y"
— (1 _ t/ﬂ)—(al+az+...an) _ (1 _ t/ﬂ)—zl_zla,-

Which is the mgf of gamma variate with parameter Xo;, and B. Hence

Zn: X, ~ Gamma(Zn: a., B)
i=1 i=1

10. Obtain an expression for " raw moment of beta distribution of first kind.
Answer:
In general, r'" raw moment is given by,

=E(X")= J'ler.f(x)dx = x"'(1-x)""dx

1 FXr
B(m,n)%" °
J XD _ x )"y = 1 B(m +r,n) = I'(m+n) T(m+r)fn
0 B(m,n) I'mI'n T(m+r+n)

B(m n)

11. Obtain the expression for r'"" raw moment of beta distribution of 2nd kind and hence find
mean and variance.

Answer:

In general r' raw moment is given by,



. - 1 - Xr.X(m)—l
=E(X")=| x".f(x)dx = ax
#o=E(X7) = [ x"f(x) B [ 3
1 r x(men-t _B(m+r,n-r) _T(m+r)(n-r)
B(m,n) % (14 x)m++n=n B(m, n) rmrn

In the above general expression, if we put r=1 we get mean.
. Im+1)I(n-1) m
b rmrn T n-1
I'(m+2)I(n-2) m(m+1)
I'mrn “(n-1D(n-2)

If we put, r=2, we get, u, =

Hence variance is given by,
m(m +1) _( m jz _ m(m+n-1)

H, =

S (n-1(n-2) ((n-1)) (n-1*(n-2)

12. Write the relation between gamma and beta distributions?
Answer:
If X and Y are two independent gamma variates, then
e Ratio of two variables, X/Y is a beta variate of Il kind.
e The ratio, X/(X+Y) follows beta distribution of | kind.

13. Write the expressions for coefficient of skewness and kurtosis for beta distribution of first
kind.
Answer:

2 _ 2
Coefficient of skewness is given by, S = A _ Hn—m)(m+n+1)

w2 mn(m+n+2)
5, = 4, 3(m+n+1)mn(m+n-6)+2(m+n)’
2 T T T
Coefficient of kurtosis is given by, M mn(m +n +2)(m+n+3)
14. Define gamma function.
Answer:
If X has gamma distribution with parameters a, g then f(x) = l'?— e x*!, x>0
a

Since above is a pdf, I f(x)dx =1= r fxX)=1= Jm e x*dx = La

X 0 0 ﬂa’

The integral function is known as gamma function.

15. Show that if Xi, i=1, 2, ... n are iid exponential random variables with parameter j, then
YXi~Gammay(n, )
Answer:

Xi~exp(B), then mgf is given by, M, (t) = (1 - %)_l

Now consider mgf of the sum X;+Xo+ ... +X,



Mx1+xz+...+xn (t) = Mx1 (t)sz (t)---Mxn (t)

s =(1-t/p)'A-t/B)"..(0-t/p)y =(1-t/B)"

Which is mgf of gamma distribution with parameters n and . Hence, by uniqueness
theorem of mgf, XXi~Gamma(n, p).



