Frequently Asked Questions

1. Define bivariate moment of discrete variable.
Answer:
The mathematical expectation of a function g(x, y) of two dimensional variable (X, y) is given

by E[g(X.V)]=3 > xy,P(X=x,nY =y))

1

Provided the expectation exists.

2. Define bivariate moment of continuous variable.
Answer:
The mathematical expectation of a function g(x, y) of two dimensional variable (X, y) with pdf

f(x, y) is given byE[g(X,Y)]=J‘ifwg(x,y)f(x,y)dxdy, provided the expectation

exists.

3. Write an expression for bivariate raw moment of discrete random variables.
Answer:
In particular, the r" and s™ product moment about origin of the random variables X and Y is

definedas ,'=> > x/y,'P(X=x,nY =y))
P

4. Write an expression for bivariate raw moment of continuous random variables.
Answer:
In particular, the rth and sth product moment about origin of the random variables X and Y is

defined as ,.'= J: f; x"y*f(x,y)dxdy

5. Mention 1%, 2" and 3" order raw moments.
Answer:

1°' order raw moments - E(X), E(Y)

2" order raw moments - E(X%),E(XY),E(Y?)

3 order raw moments - EQC), E(X2Y), E(XY?), E(Y?)

6. Write an expression for bivariate central moment of random variables.
Answer:
The joint rth central moment of X and sth central moment of Y is given by

. = E[{X —EQ)Y{Y —E0)¥] =E[{X - w3 {Y - ,3°], where E(X)=hx,
E(Y)=py
7. Mention 1%, 2" and 3" order central moments.

Answer:
1°' order central moments - E[X-E(X)], E[Y-E(Y)]

2" order central moments - E[X-E(X)]?, E{[X-E(X)][Y-E(Y)]} and E[Y-E(Y)]?

3" order central moments - E[X-E(X)I®, E{[X-E(X)[Y-E(V)]}, E{IX-E(X)I[Y-E()%}, E[Y-E(Y)]?
8. Obtain an expression for variance in terms of expectations.

Answer:

V(X)=E[X-E(X)P=E[X2+{E(X)}>-2XE(X)]
=E(X?)+{E(X)*-2E(X)E(X)=E(X*)-{E(X)}*



9. Obtain an expression for covariance in terms of expectations.

Answer:

sCov(X,Y)=E[{(X-E(X)}{Y-E(Y)}]=E[XY-YE(X)-XE(Y)+E(X)E(Y)]
=E(XY)-E(Y)E(X)-E(X)E(Y)+E(X)E(Y)=E(XY)-E(X)E(Y)

10. For any two random variables X and Y, show that V(aXtbY)=a?V(X)+b?V(Y)+2abCov(X,
Y).
Answer:
V(aXbY)=E[(aX+bY)-E(aX+bY)P=E[(aX+bY)-{aE(X)+bE(Y)}]?
=E[a{X-E(X)}b{Y-E(Y N
—a?E[X-E(X)P+b2E[Y-E(Y)+2abE[X-E(X)]E[Y-E(Y)]
— a?V(X)+b?V/(Y)+2abCov(X, V)

11. Write an expression for V(X+Y).
Answer:
In general we know that, V(aXzbY)=a?V(X)+b?V(Y)+2abCov(X, Y)

Putting a=1 and b=1 and considering only plus we get,
V(1.X+1.Y)=12V(X)+12V(Y)+2.1.1.Cov(X, Y)= V(X+Y)=V(X)+V(Y)+2Cov(X, Y).
12. Write an expression for V(X-Y)

Answer:

In general we know that, V(aXzbY)=a?V(X)+b?V(Y)+2abCov(X, Y)

Putting a=1 and b=1 and considering only plus we get,

V(1.X-1.Y)=12V(X)+12V(Y)-2.1.1.Cov(X, Y)= V(X-Y)=V(X)+V(Y)-2Cov(X, Y).

13. Show that when X and Y are independent Cov(X, Y)=0
Answer:

We know that, Cov(X, Y)= E(XY) — E(X)E(Y)

We know that if X and Y are independent, E(XY) = E(X)E(Y)
Therefore, Cov(X, Y)= E(X)E(Y) — E(X)E(Y)=0

14. Two random variables X and Y have the following joint probability density function.
f(x,y)=k(4-x-y);0=x<2, 0<y=<2. Find constant k, E(X), E(Y), V(X), V(Y) and Cov(X, Y).

Answer:

Since f(x,y) is a pdf, [ff(x,y)dx dy=1

2 (2 5 |
kJ.oJ.o(4_X_y)dXdy=1:>k_[)(6—2)’)dy=1:>k(8)=1:>k:§

Before we find Expectation and variance, we find marginal distribution of X and Y.
Marginal distribution of X is given by,

12 1 1
f(xX)=—| 4-x-y)dy =—(6-2x)=—(3-x),0<x<2
() =2 [[4=x=y)dy = (6-2) = (3-x)
Marginal distribution of Y is given by,

1 2 1 1
fly)=—| (4-x-y)dx==(6-2y)=—0B-y),0<y <2
()= yydx = (6-2y) = (-y)0<y

Now, let us obtain Expectation.



E(x) = [ xf(x)dx =i [/ x(3 - x)dx = %
5

2 1 2
E(y) = [[yf(y)dx = [[yG-y)dy =~
To find variance, first we find E(X?) and E(Y?)
o[22 1l o, _
E(X?) = L X F(x)dx _ZL x*(3-x)dx =1

E(v*) = [[y*F(n)dy = [[v*G-y)dy =1

Variances are given as follows:
V(X)= EQX)-{E(X)) =1-(6)*=""/a6
V(Y)= E(Y?)-{E(Y)Y =1-(e)*=""/s6
We know that Cov(X,Y)=E(XY)-E(X)E(Y)
We have already found E(X) and E(Y). Now let us obtain E(XY).
2

E(XY) = .[02 J'Oz xyf(,y)dxdy = %joz y[joz x(4-x - y)dx}dy = %K y(? ~ 2dey =3

Hence COV(X,Y)= 2/3 _(5/6)(5/6)='1/36
15. X and Y have a bivariate distribution given by
POX =x Y =y) =250, y) = (11),(1,2), (1), (2,2). Find EX), E(Y), V(X),

24
V(Y) and Cov(X,Y).
Answer:
First let us obtain marginal distribution of X and Y.
Marginal distribution of X is given by

2
P(X:x):zx+3y=X+3'1+X+3'2=2X+9;x:1,2

o 24 24 24 24
Marginal distribution of Y is given by,

L X+3y 1+3y 243y 3+6y
( 2 Zj 24 24 24 24
Now let us find the expectations.

2 L, 2xX+9

E(X)=) xP(X=Xx)=) X
(X) ; ( ) ; 4
2.1+9 ) 2'2+9:1x£+2x£—3—7

+2x =
24 24 24 24 24

E) =Y y(Py =y) =3y Y

24
3+6.1 3+6.2 9 15 39 13
X +2X =IX—+2X—=—=—
24 24 24 24 24 8
Before finding the variance, let us find E(X?) and E(Y?)
2 2
E(X?) =Y XP(X = x) =Y x* 2"2: 2
x=1 x=1
2.2+9 11 1363 21

2149 52y =IX—+4x—=—"="
24 24 24 24 24 8

y =12

=1x

=1

=1"x




EY) =Yy Py =y) =3y 31

y=1 y=1 24
:12X3+61 22X3+6'2:] i+4x£:Q:2
24 24 24 24 24 8
V(X)= (_j){ (X)}? =23 (f;/ 4)?=0.2483
V(Y)= E(Y )()g ()12 =2%/5-(*%/5)°=0.2344

To find cov(X, Y), let us find E(XY)

E(XY) =i XYP(X =X AY =)= 33 xy X
=1y

=1 x=1y=1 24
L X +3y 2 X +3.1 X +3.2
= X x| 1. +2
=1 (;y j ; [ 24 24 J
_ix X +15 _13.1+15+23.2+15_@_§
T 24 24 24 2

x=1
Hence, covariance
Cov(X, Y)=E(XY)-E(X)E(Y)
5/2_ [37/2 i 13/8]
=-0.0052



