Summary

The bivariate normal distribution is the generalisation of a normal distribution for a single
variate. Let X and Y be two normally correlated variables with correlation coefficient of p
and E(X)=pi, Var(X)=0:% E(Y)=p2, Var(Y)=0,’. In deriving the bivariate normal
distribution we make the following three assumptions.

o The regression of Y on X is linear. Since the mean of each array is on the line of
regression Y=p(0,/0¢)X, the mean or expected value of Y is p(o./aq)X, for
different values of X.

o The arrays are homoscedastic, i.e. variance in each array is same. The common
variance of estimate of Y in each array is then given by 0,%(1-p?), p being the
correlation coefficient between variables X and y and is independent of X.

0 The distribution of Y in different arrays is normal.

The pdf of bivariate normal distribution is given by,
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02(>0) and p(-1<p<1) are the five parameters of the distribution.

The curve z=f(x, y) which is the equation of a surface in three dimension is called the
‘Normal Correlation Surface’.
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Let (X, Y)~BVN(u1, U2, 012, 022, p). Then, X and Y are independent if and only if p=0.
(X, Y) possesses a bivariate normal distribution if and only if every linear combination of
X and Y namely, aX+bY, a=0, b0, is a normal variate.




