Frequently Asked Questions

1. Define marginal distribution of discrete bivariate random variable.

Answer:

For discrete bivariate random variable, the marginal probability distribution is given by,
P(X=x)=%, P(X=x, Y=y)

P(Y=y)=ZxP(X=x, Y=y)

2. Define marginal distribution of continuous bivariate random variable.
Answer:
For continuous bivariate random variable, the marginal probability distribution is given by,

f() = [ F(x,y)dy
fy) = [ FOx,yydx

3. Define conditional probability function for discrete bivariate random variable.

Answer:

Let (X, Y) be a discrete bivariate random variable. Then, the conditional discrete density
function or the conditional probability mass function of X, given Y=y denoted by pxy(x|y), is

P(X =Xx,Y =y)
P =y)

4. Define conditional probability function for continuous bivariate random variable.

Answer:

Let (X, Y) be continuous bivariate random variable.Then the conditional density function or
the conditional probability function of X, given Y denoted by fxy(x|y), is defined as

fxw xly) = Mprovided f(y)=0

f(y)

defined as Py (X | y) = provided P(Y=y)=0

5. For the joint probability distribution of 2 random variables X and Y given below. Find the
marginal distribution of X and Y. Also find the Conditional distribution of X given the value
of Y=1 and that of Y given X=2.

Y 1 2 3 4
X

1 “I36 *l36 ’I36 Yss

2 Y36 %36 *36 ’l36

3 *l36 Y Yss Yss

4 1/ 36 2/ 36 1/ 36 5/ 36

Answer:
The marginal distribution of X is defined as
P(X=x)=%, P(X=x, Y=y)
~P(X=1)=%,P(X=1, Y=y)
=P(X=1,Y=1)+ P(X=1,Y=2) + P(X=1,Y=3)+ P(X=1,Y=4)
=136+ a6+ *la6+ 36= "6
Similarly P(X=2)=2,P(X=2, Y=y)= /35
P(X=3)=%,P(X=3, Y=y)="/s
P(X=4)=%,P(X=4, Y=y)="/s
Similarly we can obtain the marginal distribution of Y.



Marginal distribution of X

X 1 2 3 4
P(X=x) 36 %36 ®la6 *fs6

Marginal Distribution of Y

y 1 2 3 4
P(Y=y) %36 %36 %36 %36

6. For the joint probability distribution of 2 random variables X and Y given below. Find the
Conditional distribution of X given the value of Y=1 and that of Y given X=2.

Y 1 2 3 4
X

1 “I36 *I36 *I36 Yss
2 Yss *I36 *I36 *I36
3 *36 Y36 Y3 /36
4 Y %/ 36 Yae *36

Answer:
Conditional probability function of X given Y is defined as follows.

P(X =Xx,Y =vy)
P(X=x]Y =y)=
P(Y =vy)
P(X=LY =1 4/36 _ 4
P(Y =1 11/36 11

p(X — 2]y -1y PX=2Y=D_1/36 1

P(X =1]Y =1 =

P(Y=1)  11/36 11
P(X:3IY=1):P(X:3’Y:1):5/36:i

P(Y =1) 11/36 11
P(X 4|y =)= PX=4Y =D 1/36 1

P(Y =1) 11/36 11
Similarly
p(y:1|x:2):P(X=2,Y=1)_1/36_1

P(X=2)  9/36 9
P(X=2Y=2) 3/36
P(X=2)  9/36
P(X=2Y=3) 3/36
P(X=2)  9/36
P(X=2Y=4) 2/36
P(X=2)  9/36

PY =2 X =2)=

P(Y =3|X =2) =

P =4|X=2)=

3
9
3
9
2
9



7. A two dimensional random variable (X, Y) have a joint probability mass function

1
p(X’y):_(2X+y)! . .
27 where x and y can assume only integer values 0, 1 and 2. Find

the conditional distribution of Y for X=x
Answer:
The joint probability function is given as,

p(x,y) = 2—17(2x +y);x =012y =012

From p(x,y) we can obtain the following table of joint probability distribution of X and Y

Y 0 1 2 Total
X P(X=x)
0 0 157 i/ 27 ¥l 27

1 %l 27 % 27 i 27 ° 27

2 /27 /27 6/27 15/27
Total P((Y=y) %57 %lo7 2/, 1

The row totals give the marginal distribution of X and column totals give the marginal
distribution of Y.
The conditional

P(X=x]Y =y) =

distribution of Y given X =X is given by,
P(X =Xx,Y =vy)

P(Y =y)
Where the denominator P(X=x) is the marginal distribution of X. Here we need to obtain

conditional distribution. i.e. for all possible values of x. Hence we calculate for the values of
Y=0,1,2 for X=0,1,2 and write it in a tabular form as follows.

X 0 1 2
Y

0 0 Ys A
1 %I9 % *ls
2 4 15 ° 15 ° 15

_ ~(x*+y?).
8. Joint distribution of X and Y is given by, f(x,y) = 4xye Tix 20y 2 O Find

marginal distribution of X.
Answer:
Marginal density of X is given by,

f(x) = L f(x,y)dy :4xf ye gy
dt

= 4xe*X2J'0°° yeY'dy = 4xe’x2_|.;c e! >

2
= 2xe™”

0 2
— e’t‘o =2xe ¥, x>0

_ —(x2+y?).
9. Joint distribution of X and Y is given by, f(X,y) = 4xye Thx 20y 2 0. Find

conditional distribution of Y given X.
Answer:

f(x,y)
f(x)

We know that conditional distribution of Y given Xis, f(y | X) =



Where f(x) is marginal distribution of x.
Marginal density of X is given by,

f(x) = L f(x,y)dy :4xj: ye v dy
2 (oo 2 2 [ dt

_ -X -y _ -X -t

= 4xe J'O ye ¥ dy = 4xe _[0 e >

2
=2xe™*

0 2
- e“‘o =2xe ¥, x>0

fly I x) = f(xy) _ 4xye YD
Fe) 2xe

=2ye ™’

10. Two discrete random variables X and Y have the joint probability mass function

X A=A Y _ X-y
Py (X, ¥) = Ae’p’d-p) y =0,12..x;x =01,2...

yi(x - y)! where A and p are

constants with A>0 and O<p<1. Find the marginal probability mass functions of X and Y
and identify them.

Answer:
The marginal pmf of X is given by,

-3 _Aep’d-p)*
Px (X) y;p(X,Y) yZ;J k9!
AT I XIPA-p) Y e (X v ey
Y yZO yix-y)!  x! yzo( Jp ¢=p
-2 - -
X:

which is the probability function of a Poisson distribution with parameter A.
The marginal pmf of Y is given by,

© @ lxe—ﬂ Y] — X-y
p,(Y) = Z; p(X,y) = Z; y!FZx(— y;) ,)
_Upye’ < A=l _ UpYe’ 5 [P
yl 5% xX-=-y)! yt = @®!
_OPVeT awm _UPYET . g5
y! y!
This is the probability mass function of Poisson distribution with parameter Ap

et

:x=0,12,...

(t=x-y)

11. Two discrete random variables X and Y have the joint probability mass function

X A=A Y _ X-y
Py (X, Y) = Ae'p’d-p) y =0,12..x;x =01,2...

yi(x - y)! where LA and p are

constants with A>0 and O<p<1. Find the The conditional distribution of Y for a given X
Answer:

The marginal pmf of X is given by,

P, (X) = ip(x,y) _ i /Ixe;/!F();(];—yg)!)x—y




et X xIp!@-p)Y et {(x x—

Xt J5 yl(x-y)! xI Jo\y
et . e’
- N [p+@Q-p)] = :x=0,12,...

Conditional distribution of Y givén Xis given by,
p(x,y) _ Ze’p’-p)x!

PO 000 T - yyie
i pyy(nl(; Fi);_)y'X! ) @py(l— P, x2y,iey =012..x

12. The joint probability density function of a two-dimensional random variable (X, Y) is given
by, f(x,y)=2;0<x<1, 0<y<Xx,
Find marginal distribution of X and Y and conditional distribution of X given Y=y.

Answer:

The marginal distribution of X is given by,
f(x) = [ f(x,y)dy = J;X 2dy =2x,0 < x <1

To find marginal distribution, range for Y is given as follows. We have 0<x<1, O<y<x.
Combining both we get, O<y<x<1

f(y) = [ f(x,y)dx = [2dx = 2(1-y).0 <y <1
o y
Conditional distribution of X given Y is equal to y is given by,
f(x,y) 2
f(x|y)= - -
fiy) 20-y) ad-y)

Y <x<l

13. The joint probability density function of a two-dimensional random variable (X, Y) is given
by, f(x,y)=2;0<x<1, O<y<x. Test whether X and Y are independent.

Answer:

X and Y are independent if f(x,y)=f(x).f(y)

Hence first let us find the marginal distribution of X and Y.
The marginal distribution of X is given by,

f(x) = f f(x,y)dy = J;X 2dy = 2x,0 < x <1
To find marginal distribution, range for Y is given as follows. We have 0<x<1, O<y<x.
Combining both we get, O<y<x<1
f(y) = [ f(x,y)dx = [2dx = 2(1-y).0 <y <1
,w y

Consider f(x).f(y)=2x.[1/(1-y)]=f(X, y)
Therefore X and Y are not independent.

14. Joint distribution of X and Y is given by,f(x’y) = 4xye Cix 2 0y = 0. Verify
whether X and Y are independent.

Answer:

If X and Y are independent, we can write f(x,y)=f(x).f(y). Hence first we find marginal

distributions.

Marginal density of X is given by,

f(x) = jyf(x,y)dy =4x j: ye ) dy



= 4xe*X2J': yeY'dy = 4xe’x2_‘zc e

2
=2xe™*

o0 2
—e“‘o =2xe ', x>0

Marginal density of Y is given by,
f(y) = j f(x, y)dx :4y_[: xe < YIdx

= dye™’ _[: xe ¥ dx = 4ye‘y2_|';e

=2ye”’ ‘— e"‘: =2ye x>0

L dt

fOOF(Y) = 2xe ™ )2ye ™ = dxye YD = f(x,y)

Hence X and Y are independent.

15. A two dimensional random variable (X,Y) have a bivariate distribution given by,
P(X=x,Y=y)=(x2+y)/32 for x=0, 1, 2, 3 and y=0, 1. Find the marginal distributions of X and
Y.

Answer:

We have

X 0 1 2 3 Marginal distribution of
Y Y

0 0 1/32 4/32 9/32 14/32

1 1/32 2/32 5/32 10/32 18/32

Marginal 1/32 3/32 9/32 10/32 1

distribution of X

The marginal probability distribution of X is given by,
P(X=x)=%,P(X=x,Y=y) and is tabulated in last row of above table.
Marginal probability distribution of Y is given by,

P(Y=y)=2,P(X=x,Y=y) and is tabulated in the last column of the table.




