
1. Introduction
Welcome to the series of e-learning modules on bivariate data and plotting the bivariate data.  
In this module we learn about the meaning of bivariate data, purpose of having bivariate data, 
identifying independent and dependent variables in the bivariate data and plotting them to find 
the relation between the two variables, constructing contingency table using the scatter plot 
and the differences between univariate and bivariate data.

By the end of this session, you will be able to:
• Define Bivariate data 
• Understand the purpose of having bivariate data 
• Identify independent and dependent variables 
• Plot the bivariate data
• Identify the relationship between two variables using scatter plots
• Define the types of relationship like positive, negative etc 
• Illustrate the use of contingency table 
• Construct contingency table using scatter plots 
• Differentiate between univariate and bivariate data 

If we see the word bivariate data, it has two parts, bivariate and data. 
Data means information or knowledge.  
Now let us split the term bivariate as ‘bi’ and ‘variate’.  
The meaning of ‘bi’ is 2 and ‘variate’ means variables.  
Hence if we have any data set with two variables, then it is called bivariate data. 

Bivariate data consists of two quantitative variables for each individual.
Bivariate data deals with relationships between these two variables. 
The purpose of bivariate data is to analyze and explain this relationship. 

For example, in large health studies of populations, it is common to obtain variables such as 
age, sex, height, weight, blood pressure, and total cholesterol of each individual 
Or say, economic studies may be interested in, among other things, personal income and 
years of education.
Also, most of the university admissions committees ask for an applicant's high school grade 
point average and standardized admission test scores.

The relationship between 2 variables is often of interest. 
For example, are height and weight related? Are age and heart rate related? Are income and 
taxes paid related? Is a new drug better than an old drug? Does the weather depend on the 
previous day’s weather? Exploring and summarizing such relationships is the current goal.
There can be positive relationship, negative or inverse relationships and then there are 
variables which have no relationship with one another.  
A positive relationship would exist if as one variable increases, the other variable increases or, 
if as one variable decreases, the other variable decreases.  And a negative or inverse 
relationship would exist of as one variable increases, the other variable decreases or if as one 
variable decreases, the other variable increases.



2. Examples of Positive 
Relationship and Negative 
Relationship
An example of a positive relationship would be between the two variables temperature and 
population at a beach. It is commonly known that as the weather gets warmer more people go 
to the beach.  This means that, as the temperature increases the amount of people at the 
beach will increase. 
This also means that as the temperature decreases there are fewer people at the beach. 
Both of these situations are positive relationships because as one variable either decreases 
or increases the other variable does the same.

An example for negative relationship would be, say, often as the amount of time you exercise 
increases, the less time it takes to run a mile.  Here the two variables, negatively related.  
That is as one variable increases, the other decreases.  Hence here exercise time and time 
required to run a mile are negatively correlated. 

While examining a relationship between two sets of variables is, it is useful to know whether 
one of the variables depends on the other.
Consider a case where a study of comparing the heights of the company employees against 
their salaries. 
In this case it is not appropriate to designate one variable as independent and other as 
dependent. 

Here is a case where the age of the company employees are compared with their annual 
salaries. In this case, the age of the employee is the independent variable where as the salary 
of the employee is the dependent variable. 

It is useful to identify the independent and dependent variables whenever possible since it is 
the usual practice when displaying the data on the graph to place the independent variable on 
the horizontal X axis and the dependent variable on the vertical axis Y axis. 

We can denote bivariate data either in raw form or in tabulated form.  
Here we write two variables and values taken by these two variables.  
Let us consider the following example.  

The number of hours of study and marks scored in the test of nine students are recorded.  
Here the example contains two variables. One, the number of hours of study and two, the test 
scores.

Since here we have only 09 students, we can write in the raw form as given in a table.
Observe that if a student studies for 3 hours, he secure 91 marks, if he studies for 1 hour he 
scores 86 and so on.  





























bivariate analysis is to explain.
Also, using bivariate data we can identify independent and dependent variables, while using 
univariate data we cannot.

Using univariate data we can find the measure of: 
� Central tendency namely, mean, mode, median.
� Dispersion namely, range variance, maximum, minimum, quartiles, standard deviation 

etc.
� We can find frequency distributions
� We can draw bar graph, histogram, pie chart, line graph, box and Whisker plot.

Whereas, using bivariate data we can do the analysis of two variables simultaneously.
We can find the correlation between two variables.
We can compare and find the relationship between them, find the causes of relationship and 
give explanations about the same.
We can write the tables where one variable is contingent on the values of the other variable.

Here’s a summary of our learning in this session:

• Meaning of Bivariate data.

• Purpose of having bivariate data.

• Identification of independent and dependent variables.

• Plotting the bivariate data.

• Identification relationship between two variables using scatter plots.

• Types of relationship like positive, negative etc.

• Use of contingency table.

• Constructing contingency table using scatter plots.

• Difference between univariate and bivariate data


